# Report

## Assignment 2: Text classification for the Detection of the Opinion Spam

## Abstract

[write here the results]

## Introduction

The habit of reviewing products and services on online platforms ( Tripadvisor, Yelp, Rate Your Music, …) is increasing very quickly. In parallel, according to (Cone, 2011) users are relying more and more on others’ reviews when it comes to make a decision. Due to that, not all the reviews are truthful, but some of them are deliberately manufactured to sound authentic by malicious people who want to gain more customers against competitors. We call these fictitious reviews DECEPTIVE OPINION SPAM. Furthermore, we distinguish between them depending on the general *sentiment* a review expresses: positive reviews express satisfaction about the product or the service, while negative reviews express disappointment. We are aware that this distinction excludes all the possible intermediate evaluations, so it’s a strong limit for our analysis (following the normal categorization of web reviews, we are considering only 5-star and 1-star or 2-star reviews).

Previous works have already tried to build automatic classifiers which help to find out deceptive reviews and showed that they perform better than chance and human judge. In particular, Ott et al. (2011) focused on positive deceptive reviews, while Ott et al. (2013) focused on negative deceptive reviews. An important contribution of these researches is the creation of two datasets, respectively of gold-standard deceptive positive reviews and gold standard deceptive negative reviews. Indeed, the biggest obstacle to analysis before these two papers was the absence of sample data (reviews in our case) which can represent in an unbiased manner the deceptive reviews, since it’s complicated even to identify (at a certainty level of 100%) deceptive reviews, for obvious reasons. Thanks to that, further analysis is now possible exploiting those data.

We are trying now to improve the performance of the linear classifiers (naïve Bayes and Support Vector Machine) of the two previous works exploring different possibilities via more flexible classifiers and trying to build the best models via hyperparameters tuning. Due to simplicity reasons, we will focus only on negative reviews, leaving the positive ones to future work.

Our experiment is then divided into four parts, and each part takes into account a model. In details, we have:

1. Naïve Bayes
2. Regularized logistic regression
3. Classification tree
4. Random forests

For each model, we consider two sets generated by the reviews:

1. Only the unigrams
2. Unigrams and bigrams (set of all couples of two consecutive words)

In order to allow the reader to reproduce the experiments, all the code can be found in the Appendix parts.

## The data

As introduced before, we are exploiting the work of Ott et al. (2013) and using their data. Truthful reviews were collected from the following reviewing websites: Expedia, Hotels.com, Orbitz, Priceline, Tripadvisor and Yelp. Although they can’t be considered gold standard data, Mayzlin et al. (2012) and Ott et al. (2012) suggest that deception rate among those data is acceptably small. On the other side, deceptive opinion spam has been generated using Amazon’s Mechanical Turk service. The quality of these reviews has been proved by showing the actual difficulty of human testers in identifying them.

In details, the dataset is composed only of negative reviews (800). Data is equally divided into deceptive opinion spam (400) and truthful reviews (400). Each of these two sets is then divided into 5 folders. We use folders 1:4 of both deceptive and positive reviews (640 reviews in total) as training set, while we use folder 5 (160) as test set.

The reviews regard 20 popular hotels of Chicago, so that each hotel has 20 truthful reviews and 20 deceptive reviews. The truthful reviews were sampled according to a log normal distribution fit to the lengths of the deceptive reviews, since truthful reviews are on average longer than deceptive reviews. For further information about the collecting procedure and about Mechanical Tusk, refer to (Ott et al., 2013), the original paper.

## Setup of the experiments

All the experiments have been conducted in R language. In order to do that, it’s necessary to install an environment which allows to run R code. We have used Rstudio. Some additional packages have been installed to exploit their functions in the analysis. The following commands should then be typed first in the command line.

install.packages("tm")

install.packages("entropy")

install.packages("randomForest")

install.packages("randomForest")

install.packages("rpart")

install.packages("rpart.plot")

install.packages("glmnet")

Data can be downloaded from the following website:

<https://myleott.com/op-spam.html>

Then the following variables have been created in the Rstudio workspace. The four variables represent respectively the corpus of deceptive reviews in the training set, the corpus of the truthful reviews in the training set, the corpus of deceptive reviews in the test set, the corpus of truthful reviews in the test set. Be careful to substitute in the commands the real address of the folder which contains the data (usually, the Download folder).

training.corpus.dec <- c("C:/--address of the folder --op\_spam\_v1.4/negative\_polarity/deceptive\_from\_MTurk/fold1", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/deceptive\_from\_MTurk/fold2", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/deceptive\_from\_MTurk/fold3", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/deceptive\_from\_MTurk/fold4")

training.corpus.true<- c("C:/ --address of the folder --op\_spam\_v1.4/negative\_polarity/truthful\_from\_Web/fold2", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/truthful\_from\_Web/fold2", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/truthful\_from\_Web/fold3", "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/truthful\_from\_Web/fold4")

testing.corpus.dec <- "C:/--address of the folder -- op\_spam\_v1.4/negative\_polarity/deceptive\_from\_MTurk/fold5"

testing.corpus.true <- “C:/ --address of the folder -- op\_spam\_v1.4/negative\_polarity/truthful\_from\_Web/fold5"

First, with the use of Natural language processing, we clean the data. We use the tm package, to

* Convert the entire text to lower case
* Remove numbers
* Remove whitespaces
* Remove punctuation
* Remove stopwords

In order to do that, we create a new Rscript with a function we call cleaning.function, to reuse it more times. The code of this function can be found in *Appendix1*. It unites the two matrices but does not mix deceptive and truthful reviews and returns a list of documents of words.

## Description of the experiments

### Naïve Bayes

For order purposes, we create a Rscript called Naïve Bayes and put all the code inside the function naïve.bayes.function. We clean the data using the cleaning function already mentioned, we extract all the unigrams, we remove all the words which appear in no more than 5% of the documents (“sparse terms”), we create a matrix. Here there is a part of it, just to show how data are represented in the dataset we are manipulating. We have the words as columns and the reviews as rows: each value (i,j) is 1 if the j-th word appears in the i-th review.
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We do the same with bigrams. We have 307 unigrams and 12 bigrams. The bigrams are

"called front" "chicago hotel" "customer service" "even though"

"front desk" "got room" "hard rock" "hotel chicago"

"never stay" "room service" "stay hotel" "will never"

We train two models:

1. for the first, we compute the mutual information (MI) every feature (unigram) has and order the features according to the MI value. We then build 306 different models all with a different number of features, selecting each time the n best features according to the ordering, n ∈ [2,306]. We select the one with the highest accuracy, corresponding to n = 106. The following graph shows the accuracies depending on n.![](data:image/png;base64,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)
2. For the second, we do the same as before including bigrams. We have then 318 different models, and n ∈ [2,318]. We have that the best n is 123. As an example, here there the best 10 features according to MI, and their values.

chicago location smell luxury hotel chicago

0.09752866 0.03632829 0.03275744 0.03246057 0.03018794

chicago hotel decided recently finally millennium

0.02797741 0.02588616 0.02519993 0.02244856 0.02215038

The following graph shows again the value of the accuracies depending on n.
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Mutual information measures the reduction in uncertainty about X achieved by observing the value of Y (and vice versa). In our experiment we use it to correlate features and classes (spam – non spam). Filtering out some features according to mutual information can help in avoiding overfitting. Indeed, in both graphs the accuracy increases very fast for n which goes from 0 to 100 ( which means we are using too few features, we are underfitting), reaches a maximum between 100 and 150, and then slowly decreases ( which means we are overfitting).

The results are reported with the following contingency tables

1. Only unigrams

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 66 | 11 |
| **the review** | Truthful | 14 | 69 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,7500 | 0,8571 | 0,8250 | 0,8407 |

1. Both unigrams and digrams

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 64 | 10 |
| **the review** | Truthful | 16 | 70 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,7444 | 0,8649 | 0,8000 | 0,8312 |

Including bigrams does not improve the performances of the classifier (and it makes them worse indeed).

The code of this experiment can be found in *Appendix2*.

### Regularized Logistic Regression

To prepare the data for this experiment we repeat the same procedure done in the previous experiment, for both unigrams and bigrams. We build two models, one with unigrams and the other with both unigrams and bigrams. We put all the code into a function, logistic.regression, that we call from the command line with the appropriate parameters.

For each model, the cv.glmnet package performs cross validation on the lambda hyperparameter of the regularization, but not on alpha. The default value of alpha is 1. No other cross validation to tune the hyperparameters is done.

The results are as follows.

1. Only with unigrams

The best lambda value is 0.02158487. This is the plot of different log lambda values against misclassification error.
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The following confusion matrix reports the performances.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 58 | 8 |
| **The review** | Truthful | 22 | 72 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,7222 | 0,8788 | 0,7250 | 0,7945 |

1. With both unigrams and bigrams

The best lambda value is 0.02599906. The following graphs are as previously.
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|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 58 | 8 |
| **The review** | Truthful | 22 | 72 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,7222 | 0,8788 | 0,7250 | 0,7945 |

The lambda hyperparameter is a measure of how much we want to penalize high weights given to the features to predict the correct class. High weights indeed cause overfitting. The two plots show a common pattern: a high value of lambda produces a very simple model with almost all 0 weights which is unable to work correctly (underfitting). By decreasing lambda, we improve the performance until a maximum. If we do not stop increasing, we get a model with very high weight which is exposed to overfitting, causing the slow worsening of the performance.

The logistic regression classifiers have lower accuracies with respect to the naïve bayes classifiers, so we are induced to state that for this problem the generative linear model is a better choice than the discriminative linear model. However, the precision of the latter is a bit smaller than the precision of the former. A Mc Nemar test could help to find out if the differences are significant.

Including bigrams does not improve the performance (which is actually exactly the same).

The code of this experiment can be found in *Appendix3*.

### Classification Trees

### Random Forests

An out of bag evaluation has been carried out to find the best hyperparameters. The function RFtune has been used to find the best number of randomly selected features per each split. The number is 5 (while the standard number for the Random Forest packages is 17). Then, an out of bag evaluation has been carried out to find the best number of trees (between 1 and 1000). Hereunder, there is the graph which represents the results. “Index” stays for the number of trees used, while “classifier$err.rate[,1]” stays for the OOB error. The best number of trees is 415. To reproduce the experiment, see Appendix 5.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATQAAAFVCAMAAABW9+NSAAAAWlBMVEUAAAAAADoAAGYAOpAAZrY6AAA6ADo6AGY6OpA6kNtmAABmADpmZmZmtrZmtv+QOgCQkGaQ2/+2ZgC2/7a2///bkDrb2//b/9vb////tmb/25D//7b//9v///8X0r66AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAKnklEQVR4nO2dDVfkJhSGs6tuq9tqd9a0Rs3//5sNIcl8BQIvlwlX3uec9tgRL5OnBAhfaXoSTbP3F9AIpQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBoApQFQGgClAVAagLC0RjV7SZMNd1soDWBfaRElvSSySPt4ehz+3Q1Kvr/6wjWRcUshn7T27s389OwO10QHLoRs0iZdozpHOEo7xUh7fxildY4blNIuCSxprNNO+XgyPcD7fm4SnOHqaD2tjgVn42gSfvs1NKAOZyoL2EK0tNPW0FVhSeZbIpQGkPOJYOjdDreoWLhyyCTt0DSP73+++Tu3vdaWII+0w9DROIylzNvlGJ0ptJbQevqazqF8vf8w0nyd26mfps9abEn7fAmo/G3v7PPffuMxypr7+tIGa/fbidvZ7GXn9mzwsx5pQ5voqNtPaW2z6U57vDP1Odt3ELJh6wnkq9NZdmmtr/XUys4TKzqL2s63p3zgW7BzQ5Ah8g3IJO3zZeOpoVJprWcMo50HH52jkJVK8/D5sqjaeGCPDFwImeYIlgcB7wN7Ja1n2MhtcElTSp7h7nZ+5vTXaVrJNBs1p3OUs7qk3T7fEqE0AETacO/dvR1c08DC+ZYIIK379mtoE50LDoTzLZF4aaY/YToSrkEf4XxLJF6a6XUYaQnT6zH5lghe0g7O7oRoviUC12ltyPyKQL4lAraenhEO4XxLhP00AKAh+GnLmEhDUMUoR3+UJtHlqGQ87XB8Wk/v3NYzcjuXNIF865GWlt3Z7r9G6QI1QNo8VsY6LSLh8CjQ3s87UpLyraekmeGNzjywpz9G1VOnmQf29z9ex38S861HmnlgNy2ogLSK6jTTqz08Stye9TwRDC3BvWlBkxpPjeXrCB/YAbA67Yb5lgjWet4w3xJBRm7TarPIfEsEKWmb23zCw9XTesrlW08/TS7fep4IZgRGbuuT5iHm2BxKmwg8NqeiOi2gcxt6mIkdyQ39BuWQpXMbeGxOr7WoZencBpc0pZVals5t+LE5cd+hFHL108KOzVE6SbDzKEctdZrkKEc1JS1olKMdZNiGwNt6nhyaoIk8oxzmsISPJ9MSbEiL+w6lkKUhsNXe54tnOXNlJS2Audozc/EbJa2WOm1788XSwB7uN05LqKX1DNl8Mau6mum7ODO8mpIWtPliXvvtPM+psoZAcvOFLXIVSJPcfDEqU+cMr9MCN194G4JG6YAa2HrKbL5oep3nWu07G9X0UW/fKIWd5z1HZeqsRUsb6//ledxF2LE5/VmnTQ+x0sZzC4emwL9QOfDYHFuhfXlp49CFPUvT0+UIPzanitvzZJePZ6NP8LE5ddye4xNnN3Y3JEqa0ofP2Drt8P3V3p3uOZM+5tgcjc6A1tOehdP6N+GFH5uj7+bcu5+mdECtgCk8fdb2ncKrRproQuVapIkuVK6lThPOl60nkG8t0iTPT6vl9pQ8P62WhkD0/LRapImen6ZzamXfKbx5cCgh0B7knsLbCqdyQG3XKbx+GlCrQZpkvirHbm8s7WLVkNKpFZY0gPg5AuEHdo3WiilpmqxFl7RnwUPn+lqkPeaRpur+jF6WcLxKqTpNX08NePYULWkqm8+9G4LpgZ3S4sIpLGp799NqkJYh3+YE2Tyysb+0k66aFnOANDM70HrWtsTm21ySEvcmANIOd2/vD/fmkEOZfKf9i8eiVrw1bI7AvCrcM0cQemzO9KO6ooZJOwwyPLNRwcfm2B8rkDbclx9PZt7TfXuGH5tjf65A2njkhl1D6iD82Bz7cwXStkksaRE57UMmaebaA47NmX7WZi1XPy3s2JzpZ23WCuin6bOWpZ8Wm++1tLK1Zemnxea7pqxka1n6abH5Xggr3lqmftpRQUA/rW/WytrXkhaA8ziO9XDLE7uSJiHTeJq3IF6Ha+ZPrm7TIq1ht6fvxrN068vXXCVo/mCtHS1PG9ZPE3pv1NrHGmo3pMsh9t6otY/XSlpp1rB+mtB7o1Y/V3CDxkuLe2/UxvlpK7/4ktJE3xu19pvinUFdjszvjVq1VpS9AuY9r39na38Hst8DIlvn1l5hyGzU9e/8RH2RLOSRFnpsjiuvwq1FL4A5fnd3pRZ+mIkrM9/9uZe0Y86Z5ggCj83xZNesP7/vJO086yzSkkvaSTqXtBV5Fx/J6b3KO/gPjz+a/XfeU3Mijs3ZzNZhbaXIzaOXK61vYGYh3yDmy58/sPfToWBOwo/N2czXT98vO4XmT1aTxZnzxIr78vMPc4UlOLHiTRhIQEIbbcNfUJToq5wrLMGJFX9KOc6GA1ZzClQff5W2wnp/kNj4H5TUTrOEXFCkwquGI+SPYr78ScL3h0Zsk2z4HxRBj5Y0EcBwe0uDW08RtEk7G2ehtABf8JcvQ1qkNVDykpWje6JNWoSG+L+4+MP0L1+KtOnPp2u7vNz5os8uXdqZVmmX0fwX25zeqCsfxSn7KtJuDKUBUBrAbtJUs5O08KjKkiSlF4uqLElSerGoypIkpReLqixJUnqxqMqSJKUXi6osSVJ6sajKkiSlF4uqLElSerGoypIkpSc9pUFQGgClAVAaAKUBUBoApQFQGgClAVAaAKUBUBpABmmdaz3luLPq8SyJM60Hs2LzPjHKtKv1OkJQKHlp5tXH3VrGny/Dp6253iWJM60v/t2bXbifEOXjaVyOfR0hLJS4NLtKfO2YJ3umQGvejjwlcafdip8WpbM7wK4jBIYSl7aocfx++P+4JNlKuxr/x6+LjKKjdM3juFviOkJgKHlp40W5t3Achq82J9lKu0b3/ffTWDMmRnldixAYSlyarRGc9YLZVbUk2Ui7SmvuLHMSTVKU0ct1hMBQN5bWze0ALu3bVBi+kjRvCbe795JuLFvhDJXPV7o9fXXptJ07qSGwVzRcXXqUchoCT6s9bxdN6nLY3YJdYselK6vL4e4fHveqJXVuzabm8eJSonRldW7HNwOtZju9Mcj8bkniSuujmx/GEqJM1dZ1hKBQfGAHoDQASgOgNABKA6A0AEoDoDQASgOgNABKA6A0AEoDoDQASgOgNABKA6A0AEoDoDQASgOgNABKA6A0AEoDoDQASgMoWdrVSpTYtTK5oDQASgMoXNrH099PzbgW0KyB+mdapmVWWpnlis43m2emeGlml8vwj3mdctdM/2GWB5p1fWlvU8MpXtqjXZU8LoY9TB+Ma/K6779/7nS3Fi/teVxmuyz3tNXa6PDQJL2TOgEl0tpF2nTm5bPzrbY3QIm0i5Jm+Hz5K+1lhzhKpE0L/KcPRtq7/172aTy1SBsbzaX1tC3Cc+Kbh3C0SDvvp5n3t47bCfZpCkqWViyUBkBpAJQGQGkAlAZAaQCUBkBpAJQGQGkAlAZAaQCUBkBpAJQGQGkAlAZAaQCUBkBpAJQGQGkAlAbwP9ifiKSD/veiAAAAAElFTkSuQmCC)

### Analysis 3 (classification trees)

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 42 | 16 |
| **The review** | Truthful | 38 | 64 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,6625 | 0.7241 | 0,5250 | 0,6087 |

### Analysis 4 (random forests)

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Review is actually** | |
|  |  | Deceptive | Truthful |
| **Model predicts** | Deceptive | 69 | 24 |
| **The review** | Truthful | 11 | 56 |

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Precision | Recall | F1 score |
| 0,7812 | 0,7420 | 0,8625 | 0,7977 |

## Conclusions

## Appendix 1: Cleaning function

#function used to clean the data

library(tm)

cleaning.function <- function(corpus.dec, corpus.true){

reviews.dec <-VCorpus(DirSource(corpus.dec,encoding="UTF-8"))

reviews.true<-VCorpus(DirSource(corpus.true,encoding="UTF-8"))

review.all<-c(reviews.dec,reviews.true)

#clean the data

review.all <- tm\_map(review.all, content\_transformer(tolower))

review.all <- tm\_map(review.all, removeNumbers)

review.all <- tm\_map(review.all, removePunctuation)

review.all <- tm\_map(review.all, stripWhitespace)

review.all <- tm\_map(review.all,removeWords,stopwords("english"))

return (review.all)

}

## Appendix 2: Code for Naïve Bayes analysis

#--------------------------libraries---------------------#

library(entropy)

naive.bayes.function <- function (training.corpus.dec, training.corpus.true, testing.corpus.dec, testing.corpus.true){

#training set

training.dtm <- cleaning.function(training.corpus.dec,training.corpus.true)

#extraction of unigrams

training.dtm.unigrams <- DocumentTermMatrix(training.dtm)

training.dtm.unigrams <- removeSparseTerms(training.dtm.unigrams,0.95)

training.dtm.unigrams <- as.matrix(training.dtm.unigrams)

#extraction of bigrams

BigramTokenizer <-function(x) unlist(lapply(ngrams(words(x), 2), paste, collapse = " "), use.names = FALSE)

training.dtm.bigrams <- DocumentTermMatrix(training.dtm,control = list(tokenize = BigramTokenizer))

training.dtm.bigrams <- removeSparseTerms(training.dtm.bigrams,0.95)

training.dtm.bigrams <- as.matrix(training.dtm.bigrams)

#training set with both unigrams and bigrams

training.labels <- c(rep(0,320),rep(1,320))

training.dtm <- cbind(training.dtm.unigrams, training.dtm.bigrams)

###################################################################################

#test set

test.dtm <- cleaning.function (testing.corpus.dec,testing.corpus.true)

#unigrams

test.dtm.unigrams<- DocumentTermMatrix(test.dtm,list(dictionary=dimnames(training.dtm.unigrams)[[2]]))

test.dtm.unigrams <- as.matrix(test.dtm.unigrams)

#bigrams

test.dtm.bigrams<- DocumentTermMatrix(test.dtm,list(dictionary=dimnames(training.dtm.bigrams)[[2]]))

test.dtm.bigrams <- as.matrix(test.dtm.bigrams)

#test set with both unigrams and bigrams

test.labels <- c(rep(0,80),rep(1,80))

test.dtm <- cbind(test.dtm.unigrams, test.dtm.bigrams)

########################################################################################

#feature selection (with mutual information, only for unigrams)

training.dtm.unigrams.mi <- apply(training.dtm.unigrams,2,function(x,y){

mi.plugin(table(x,y)/length(y))},training.labels)

training.dtm.unigrams.mi.order <- order(training.dtm.unigrams.mi,decreasing = T)

#feature selection ( with mutual information)

training.dtm.mi <- apply(training.dtm,2,function(x,y){

mi.plugin(table(x,y)/length(y))},training.labels)

training.dtm.mi.order <- order(training.dtm.mi,decreasing = T)

###########################################################################################

#print

print(dim(training.dtm.bigrams))

print(dim(training.dtm.unigrams))

print(colnames(training.dtm.bigrams))

print(dim(training.dtm)) ## just to check

print(training.dtm.mi[training.dtm.mi.order[1:10]])

#first model ( with feature selection according to mutual information)(only unigrams)

accuracies.unigrams.mi.models <- sapply(c(2:307), function (num.features){

model.mi <-train.mnb(training.dtm.unigrams[,training.dtm.unigrams.mi.order[1:num.features] ], training.labels)

predictions.mi <- predict.mnb(model.mi , test.dtm.unigrams[,training.dtm.unigrams.mi.order[1:num.features]])

conf.mat <- table (predictions.mi ,test.labels)

return (sum(diag(conf.mat))/180)

} )

accuracies.unigrams.mat <- cbind (accuracies.unigrams.mi.models, c(2:307))

accuracies.unigrams.best.n <- accuracies.unigrams.mat[which.max(accuracies.unigrams.mat[,1]), 2]

print(accuracies.unigrams.mat)

print(accuracies.unigrams.best.n)

plot(accuracies.unigrams.mat[,2] ,accuracies.unigrams.mat[,1], xlab = "n", ylab = "accuracy", type = "l")

model.unigrams.mi <-train.mnb(training.dtm.unigrams[,training.dtm.unigrams.mi.order[1:accuracies.unigrams.best.n] ], training.labels)

predictions.unigrams.mi <- predict.mnb(model.unigrams.mi , test.dtm.unigrams[,training.dtm.unigrams.mi.order[1:accuracies.unigrams.best.n]])

print(table (predictions.unigrams.mi ,test.labels))

#second model ( with feature selection according to mutual information)(both unigrams and bigrams)

accuracies.mi.models <- sapply(c(2:319), function (num.features){

model.mi <-train.mnb(training.dtm[,training.dtm.mi.order[1:num.features] ], training.labels)

predictions.mi <- predict.mnb(model.mi , test.dtm[,training.dtm.mi.order[1:num.features]])

conf.mat <- table (predictions.mi ,test.labels)

return (sum(diag(conf.mat))/180)

} )

accuracies.mat <- cbind (accuracies.mi.models, c(2:319))

accuracies.best <- accuracies.mat[which.max(accuracies.mat[,1]), 2]

print(accuracies.mat)

print(accuracies.best)

plot(accuracies.mat[,2] ,accuracies.mat[,1], xlab = "n", ylab = "accuracy", type = "l")

model.mi <-train.mnb(training.dtm[,training.dtm.mi.order[1:accuracies.best] ], training.labels)

predictions.mi <- predict.mnb(model.mi , test.dtm[,training.dtm.mi.order[1:accuracies.best]])

print(table (predictions.mi ,test.labels))

}

#Training function for Naive Bayes

#labels = classes

train.mnb <- function (dtm,labels) {

call <- match.call()

V <- ncol(dtm) #vocabulary

N <- nrow(dtm) #number of documents

prior <- table(labels)/N

labelnames <- names(prior)

nclass <- length(prior)

cond.probs <- matrix(nrow=V,ncol=nclass)

dimnames(cond.probs)[[1]] <- dimnames(dtm)[[2]]

dimnames(cond.probs)[[2]] <- labelnames

index <- list(length=nclass)

for(j in 1:nclass){

index[[j]] <- c(1:N)[labels == labelnames[j]]

}

for(i in 1:V){

for(j in 1:nclass){

cond.probs[i,j] <- (sum(dtm[index[[j]],i])+1)/(sum(dtm[index[[j]],])+V)

#Laplace smoothing

}

}

x <- list(call=call,prior=prior,cond.probs=cond.probs)

return (x)

}

predict.mnb <- function (model,dtm) {

classlabels <- dimnames(model$cond.probs)[[2]]

logprobs <- dtm %\*% log(as.matrix(model$cond.probs))

N <- nrow(dtm) #number of documents to classify

nclass <- ncol(model$cond.probs) #number of classes

logprobs <- logprobs+matrix(nrow=N,ncol=nclass,log(model$prior),byrow=T)

x <- classlabels[max.col(logprobs)]

return (x)

}

## Appendix 3: Code for regularized logistic regression analysis

#--------------------------libraries---------------------#

library("glmnet")

logistic.function <- function (training.corpus.dec, training.corpus.true, testing.corpus.dec, testing.corpus.true){

#training set

training.dtm <- cleaning.function(training.corpus.dec,training.corpus.true)

#extraction of unigrams

training.dtm.unigrams <- DocumentTermMatrix(training.dtm)

training.dtm.unigrams <- removeSparseTerms(training.dtm.unigrams,0.95)

training.dtm.unigrams <- as.matrix(training.dtm.unigrams)

#extraction of bigrams

BigramTokenizer <-function(x) unlist(lapply(ngrams(words(x), 2), paste, collapse = " "), use.names = FALSE)

training.dtm.bigrams <- DocumentTermMatrix(training.dtm,control = list(tokenize = BigramTokenizer))

training.dtm.bigrams <- removeSparseTerms(training.dtm.bigrams,0.95)

training.dtm.bigrams <- as.matrix(training.dtm.bigrams)

#training set with both unigrams and bigrams

training.labels <- c(rep(0,320),rep(1,320))

training.dtm <- cbind(training.dtm.unigrams, training.dtm.bigrams)

#test set

test.dtm <- cleaning.function (testing.corpus.dec,testing.corpus.true)

#unigrams

test.dtm.unigrams<- DocumentTermMatrix(test.dtm,list(dictionary=dimnames(training.dtm.unigrams)[[2]]))

test.dtm.unigrams <- as.matrix(test.dtm.unigrams)

#bigrams

test.dtm.bigrams<- DocumentTermMatrix(test.dtm,list(dictionary=dimnames(training.dtm.bigrams)[[2]]))

test.dtm.bigrams <- as.matrix(test.dtm.bigrams)

#test set with both unigrams and bigrams

test.labels <- c(rep(0,80),rep(1,80))

test.dtm <- cbind(test.dtm.unigrams, test.dtm.bigrams)

#first model (only unigrams)

reviews.glmnet.unigrams <- cv.glmnet(training.dtm.unigrams,training.labels, family="binomial",type.measure="class")

print(coef(reviews.glmnet.unigrams,s="lambda.min"))

print(reviews.glmnet.unigrams$lambda.min)

plot (reviews.glmnet.unigrams)

reviews.logreg.pred.unigrams <- predict(reviews.glmnet.unigrams,

newx=test.dtm.unigrams,s="lambda.min",type="class")

print(table(reviews.logreg.pred.unigrams,test.labels))

#second model (with bigrams)

reviews.glmnet <- cv.glmnet(training.dtm,training.labels, family="binomial",type.measure="class")

print(coef(reviews.glmnet,s="lambda.min"))

print(reviews.glmnet$lambda.min)

plot(reviews.glmnet)

reviews.logreg.pred <- predict(reviews.glmnet,

newx=test.dtm,s="lambda.min",type="class")

print(table(reviews.logreg.pred.unigrams,test.labels))

}

## Appendix 4: Code for classification tree

library("glmnet")

logistic.function <- function (training.corpus.dec, training.corpus.true, testing.corpus.dec, testing.corpus.true){

#training set

training.dtm <- cleaning.function(training.corpus.dec,training.corpus.true)

training.dtm <- DocumentTermMatrix(training.dtm)

training.dtm <- removeSparseTerms(training.dtm,0.95)

training.dtm = as.matrix(training.dtm)

training.labels <- c(rep(0,320),rep(1,320))

#test set

test.dtm <- DocumentTermMatrix(cleaning.function (testing.corpus.dec,testing.corpus.true),list(dictionary=dimnames(training.dtm)[[2]]))

test.dtm = as.matrix(test.dtm)

test.labels <- c(rep(0,80),rep(1,80))

reviews.glmnet <- cv.glmnet(training.dtm,training.labels,

family="binomial",type.measure="class")

print (coef(reviews.glmnet,s="lambda.1se"))

reviews.logreg.pred <- predict(reviews.glmnet,

newx=test.dtm,s="lambda.1se",type="class")

table(reviews.logreg.pred,test.labels)

}

## References

[1] Myle Ott, Yejin Choi, Claire Cardie and Jerey T. Hancock, Finding deceptive opinion spam by any stretch of the imagination. Proceedings of the 49th meeting of the association for computational linguistics, pp. 309-319,2011.

[2] Myle Ott, Claire Cardie and Jerey T. Hancock, Negative deceptive opinion spam. Proceedings of NAACL-HLT 2013, pp. 497-501, 2013.

[3] Cone. 2011. 2011 Online Influence Trend Tracker.